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AVANT-PROPOS

Cette synthèse traite exclusivement des IA génératives c’est-à-dire des systèmes générant des
contenus (texte, images, vidéos, codes informatiques, etc.) à partir de modèles entraînés sur des
corpus d’apprentissage [1]. Cette catégorie inclut les « grands modèles de langage » (GML) ou
Large Language Model (LLM) 1, qui illustrent les enjeux de l’usage dual des systèmes d’IA 2. Ils
sont en effet à la fois utilisés par les défenseurs pour améliorer la cybersécurité et détournés par
les attaquants pour améliorer leurs attaques [2].

Cette synthèse propose un état des lieux de la menace que peut représenter aujourd’hui l’IA
générative et des menaces qui pèsent sur celle-ci. Toutefois, l’évolution rapide des usages par
les attaquants et les organisations appelle à une réévaluation régulière de la menace.

Le guide ANSSI « Recommandations de sécurité pour un système d’IA générative » contient des
recommandations de sécurité pour la mise en œuvre de solutions d’IA générative reposant sur
des LLM au sein d’entités publiques et privées.

1. Les grands modèles de langage (GML) ou en anglais Large Language Model (LLM) constituent un type de mo-
dèle d’IA spécialisé dans l’analyse et la génération de contenus textuels, notamment du langage naturel ou du code
informatique.

2. Ce concept renvoie à l’idée que tout outil suffisamment puissant pour construire un système complexe peut
également être détourné pour le détruire [2].
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1 L’UTILISATION DE L’INTELLIGENCE ARTIFICIELLE
DANS LES ATTAQUES INFORMATIQUES

A ce jour, l’ANSSI n’a pas connaissance de cyberattaques menées contre des acteurs français à
l’aide de l’intelligence artificielle (IA) 3 ou identifié en propre de système d’IA capable de réali-
ser de manière autonome l’intégralité des étapes d’une attaque informatique. Il est cependant
plausible que ces technologies continuent d’être utilisées par divers profils d’attaquants et leur
permettent d’améliorer significativement le niveau, la quantité, la diversité et l’efficacité de leurs
attaques, particulièrement sur les environnements peu sécurisés [3].

1.1 L’utilisation de services d’IA générative comme facilitateurs
d’attaques informatiques

En tant que service numérique innovant, performant et flexible 4, l’IA générative a été progres-
sivement intégrée à l’éventail d’outils et de services auxquels sont susceptibles de recourir des
attaquants informatiques.

Les modèles d’IA générative sont ainsi utilisés par divers profils d’attaquants tout au long de la
chaîne d’attaque :

• Conception de contenus à des fins d’ingénierie sociale et de reconnaissance : les opé-
rateurs de modes opératoires d’attaque (MOA) réputés liés à l’Iran auraient utilisé l’IA
générativeGemini de GOOGLE à des fins de reconnaissance à l’encontre d’experts et d’or-
ganisations d’intérêt [4]. En 2024, les opérateurs du MOA Charcoal Typhoon, réputé lié à
la Chine, auraient utilisé des services d’IA générative afin de générer du contenu d’hame-
çonnage 5[5]. Entre 2024 et 2025, les opérateurs du MOA Lazarus réputé lié à la Corée du
Nord auraient également eu recours à des services d’IA générative afin de créer de faux
profils d’entreprises et d’employés sur les réseaux sociaux [6]. Lors de ses investigations,
l’ANSSI a par ailleurs pu observer à plusieurs reprises des sites Internet semblant avoir été
générés par des systèmes d’IA générative. Ces sites à l’apparence légitime servent à hé-
berger des charges malveillantes ou à effectuer de la caractérisation 6. Enfin, de nombreux
cybercriminels exploitent pour quelques dizaines de dollars des services de deepfakes 7 à
des fins d’usurpation d’identités [7].

• Développement de codes malveillants : de nombreux groupes cybercriminels utilisent
l’IA générative pour développer leur arsenal offensif. En 2024, le MOA TA547 aurait uti-
lisé un script powershell généré par un LLM pour compromettre une entreprise allemande
[8]. Un collectif de chercheurs de l’université de New-York a par ailleurs mis au point un

3. Un système d’IA (SIA) peut être défini comme un ensemble de composants matériels et logiciels avec la par-
ticularité d’avoir au moins un de leurs composants qui implémente un modèle issu d’un processus d’apprentissage
statistique. L’apprentissage statistique ou automatique désigne l’application d’un algorithme d’apprentissage à des
données d’entraînement pour produire un modèle. Un système d’IA peut être intégré ou interconnecté à un système
d’information plus large.

4. Les modèles d’IA générative peuvent être utilisés pour répondre à tout type de questions et de tâches relatives
à la plupart des environnements informatiques, des protocoles et des systèmes de défense.

5. Selon MICROSOFT, les opérateurs de Charcoal Typhoon auraient déjà ciblé Taïwan, la Thaïlande, la Mongolie,
le Népal et la France.

6. La caractérisation ou profiling consiste à récupérer des données techniques des internautes ayant consulté la
page et ainsi identifier des cibles avant de les compromettre.

7. Enregistrement vidéo ou audio réalisé ou modifié grâce à l’intelligence artificielle.
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prototype de rançongiciel, PromptLock. Le code a comme particularité d’utiliser de ma-
nière dynamique des prompts 8 pour générer des scripts à l’exécution permettant d’exfiltrer
et de chiffrer les données [9]. Enfin, Google a identifié une famille de codes malveillants,
dontPromptflux, un code malveillant polymorphique qui inclut une fonction qui prompte
l’API Gemini pour réécrire entièrement son code source toutes les heures afin d’éviter la
détection [10]. Le développement de tels codes malveillants suggère cependant des capa-
cités relativement sophistiquées des développeurs.

• Identification d’informations d’intérêt avant et après exfiltration de données : en fé-
vrier 2025, le département de cyberdéfense ukrainien a affirmé que des opérateurs russes
auraient utilisé des services d’IA générative pour analyser massivement les données exfil-
trées de ses victimes et en identifier les informations d’intérêt [11].

L’utilisation de l’IA générative dans la mise en œuvre de certaines étapes de la chaîne d’infection
comme la recherche de vulnérabilités est plus complexe [12]. L’identification d’une vulnérabi-
lité et le développement de la preuve de concept associée dépendent encore de compétences
humaines. La plupart des systèmes d’IA générative commerciaux, disponibles en sources ou-
vertes ou sur les forums cybercriminels resteraient encore trop instables et trop limités 9 pour
identifier des vulnérabilités jour-zéro 10 rapidement et en quantité [13]. De même, il n’existe à
l’heure actuelle aucun cas avéré d’exploitation de vulnérabilité jour-zéro découverte grâce à un
modèle d’IA générative [13, 14]. De récents progrès pourraient toutefois à l’avenir bénéficier à
des acteurs cyberoffensifs. En novembre 2024, le système d’IA générative BigSleep a démontré
son efficacité pour la recherche de vulnérabilités dans des codes sources [15]. En juin 2025, le sys-
tème d’IA générativeXBOW, développé par d’anciens ingénieurs de GITHUB pour scanner des
milliers d’applications Web simultanément et y identifier des vulnérabilités sans intervention
humaine, a soumis des centaines de vulnérabilités, dont certaines critiques, sur différents pro-
grammes de bugbounty [16]. Si ces exemples dans le domaine de la cyberdéfense se multiplient, il
est difficile d’évaluer les progrès des attaquants par la simple observation des interactions avec
leurs cibles.

1.2 Différentes utilisations des services d’IA générative par
divers profils d’attaquants

Un large spectre d’acteurs offensifs utilisent les services d’IA générative. En janvier 2025, GOOGLE
indiquait que son modèle d’IA générative Gemini avait été utilisé entre 2023 et 2024 par des
groupes cybercriminels ainsi que par les opérateurs d’au moins dix MOA liés à l’Iran, vingt à la
Chine, neuf à la Corée du Nord et trois à la Russie [4, 17].

Si l’utilisation de services d’IA générative est de plus en plus répandue dans les attaques in-
formatiques, ils sont utilisés différemment par les acteurs malveillants en fonction de leurs ob-
jectifs et de leur niveau de maturité. Pour les acteurs les plus matures, l’IA générative devient
un nouveau cadre pratique, semblable à l’utilisation d’autres codes ou outils malveillants géné-
riques 11. Elle permet notamment de générer du contenu en masse dans plusieurs langues à des

8. Une requête (ou prompt) désigne l’instruction sous forme de texte envoyée par l’utilisateur au système d’IA.
9. A la suite de nombreux tests effectués par des chercheurs sur une cinquantaine d’IA générative, trois modèles

seulement ont permis de développer un exploit fonctionnel au bout de nombreuses heures et de l’utilisation de plu-
sieurs ressources. De plus, la plupart des modèles d’IA générative, même payants, ne permettent pas d’ingérer du
code dépassant un certain nombre de lignes.

10. Vulnérabilité n’ayant fait l’objet d’aucune publication ou n’ayant reçu aucun correctif au moment de son ex-
ploitation.

11. Comme par exemple Cobalt Strike ouMetasploit utilisés très largement par de multiples modes opératoires

5/12

TLP:CLEAR

TLP:CLEAR



fins de tromperie ou de désinformation, de développer du code non signant ou d’effectuer des
recherches sur des cibles plus rapidement. Il est également plausible d’affirmer que la maîtrise
de plus en plus rapide des systèmes d’IA générative par ces acteurs pourrait mener à court ou
moyen terme à l’automatisation complète ou quasi-complète d’une chaîne d’attaque. Pour les
acteurs moins expérimentés, l’IA générative peut être un bon outil d’apprentissage et offrir un
gain de productivité par exemple en répondant à des questions techniques [4, 12]. Dans l’en-
semble des cas, l’IA générative permet aux acteurs malveillants d’agir plus rapidement et donc
à plus grande échelle [4].

1.3 Le détournement de modèles d’IA générative existants à
des fins malveillantes

Les modèles d’IA générative comme ChatGPT, développé par OPENAI, disposent de garde-
fous techniques empêchant leur utilisation à des fins illégales ou non conformes aux standards
définis par les développeurs 12. Les acteurs malveillants cherchent à détourner ces limitations
en manipulant ou structurant leurs requêtes afin de contourner les mécanismes de modération.
Ces méthodes d’ingénierie de prompt, qui peuvent être des formulations ambiguës, des mots-
clés spécifiques ou encore l’utilisation de scénarios fictifs, évoluent constamment et constituent
un défi pour les développeurs [18]. Dès 2023, des chercheurs en sécurité parvenaient ainsi à
détourner ChatGPT pour développer un code malveillant polymorphique 13 [19]. En 2024, des
services de jailbreak-as-a-service 14 commeEscapeGPT ouLoopGPT sont apparus sur les forums
cybercriminels [7].

Les systèmes d’IA générative se sont également ajoutés à la multitude d’offres sur étagères pro-
posées à l’écosystème cybercriminel. Dès 2023, certains rapports font mention de services d’IA
générative « débridés » tels queWormGPT, FraudGPT ou EvilGPT [20]. Ces services sont ven-
dus sur les forums cybercriminels ou via des canaux TELEGRAM [21] pour une centaine de dollars
par mois. Depuis, une multitude de services aux niveaux de qualité hétérogènes a été proposée.
Des modèles plus récents comme WormGPT 4 seraient directement entraînés sur des jeux de
données spécifiques à des activités cybercriminelles comme du code malveillant et des modèles
d’hameçonnage [2].

attaquants pour compromettre le système d’information de leurs victimes.
12. Par exemple pour la fabrication de bombes, de produits stupéfiants ou encore la génération de contenus pé-

dopornographiques.
13. Un code malveillant polymorphique est conçu pour modifier ou transformer son code régulièrement dans le

temps afin d’éviter sa détection par des antivirus ou des EDR.
14. Service offert par des cybercriminels qui consiste à proposer des prompts permettant de contourner les garde-

fous des systèmes d’IA générative.
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2 LE CIBLAGE DE SYSTÈMES D’IA PAR DES MENACES
INFORMATIQUES

Les catégories d’acteurs malveillants susceptibles de cibler spécifiquement les systèmes d’IA
semblent similaires à celles qui s’attaquent aux SI conventionnels. Les systèmes de LLM pour-
raient cependant être vulnérables à de nouveaux vecteurs d’attaque potentiels et ce à différents
niveaux [22] :

• lors de l’entraînement du modèle en introduisant des données corrompues ou fausses ;
• lors de l’intégration du modèle en y implémentant des portes dérobées [23] ;
• lors de l’interrogation du modèle 15 en injectant de fausses informations en vue d’alté-

rer la réponse ou en récupérant des informations confidentielles concernant un compte
utilisateur.

2.1 Empoisonnement des modèles d’IA à des fins d’altération
de données ou de désinformation

Si aucun incident n’a été porté à la connaissance de l’ANSSI jusqu’à présent, il existe un risque de
manipulation, de modification et d’interaction d’un acteur malveillant avec les données d’entraî-
nement d’une IA générative. Une telle compromission pourrait entre autre mener à l’utilisation
de ces modèles à des fins d’altération de données et de sabotage de systèmes opérationnels [24].

Exceptées des campagnes d’attaques, la multiplication de contenus fallacieux générés par IA
sur Internet pourraient polluer les données d’entraînement des modèles sur lesquels s’appuient
les agents conversationnels comme ChatGPT et contribuer à diffuser de fausses informations à
grande échelle [25, 26]. Une analyse conjointe du UK AI SECURITY INSTITUTE et du ALAN TU-
RING INSTITUTE aurait par ailleurs démontré qu’il serait possible d’empoisonner des modèles
d’IA générative à partir de 250 documents malveillants seulement et que ce nombre resterait
stable indépendamment de la taille des données d’apprentissage du modèle [27, 28]. Si ce sujet
sort des prérogatives de l’Agence, l’ANSSI a pu observer certains modèles d’IA intégrant dès
leur conception des limitations ou des éléments de censure [29, 30]. Dans le cadre du sommet
pour l’IA 2024, VIGINUM a par ailleurs publié un rapport sur les défis et les opportunités de
l’IA dans la lutte contre les manipulations de l’information [31].

2.2 Ciblage des modèles d’IA à des fins de compromission de
logiciels ou d’exfiltration de données sensibles

Certaines attaques à l’encontre de modèles d’IA pourraient constituer une nouvelle forme d’at-
taque par chaîne d’approvisionnement. Des modèles d’IA générative disponibles en sources ou-
vertes et spécialisés dans la génération de code informatiques peuvent être malveillants ou com-
promis et exécuter du code arbitraire pour installer une porte dérobée sur le poste de l’utilisa-
teur dès leur téléchargement [32]. Des attaquants peuvent également exploiter des failles au sein
d’agents Model Context Protocol (MCP), utilisés pour connecter les LLM à des outils externes et
à des sources de données. Ces serveurs, qui peuvent fonctionner en local ou à distance sur des
hôtes tiers, peuvent participer à étendre la surface d’attaque s’ils ne sont pas suffisamment sé-
curisés [33]. La pratique du slopsquatting qui consiste à récupérer des noms de paquets imaginés

15. aussi appelée inférence du modèle.
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par des IA puis à en diffuser des versions malveillantes est également utilisée. Les attaquant ex-
ploitent ainsi les hallucinations de l’IA pour introduire des paquets malveillants dans la chaîne
d’approvisionnement logicielle [34].

Ainsi, les systèmes d’IA participent à l’augmentation de la surface d’attaque et ce d’autant plus
lorsqu’ils sont intégrés dans des contextes logiciels plus larges, déployés dans des environne-
ments classifiés ou dans certains flux opérationnels de l’entreprise [1]. En l’absence d’un cloi-
sonnement rigoureux physique et des usages, la compromission du système d’IA pourrait mener
à des conséquences plus concrètes comme l’atteinte à la confidentialité des données qu’il traite
et à l’intégrité des systèmes d’information auxquels il est connecté [1, 24].

De plus, l’utilisation de comptes d’IA par les salariés dans un contexte professionnel peut ex-
poser des informations sensibles en cas de compromission. Entre 2022 et 2023, plus de 100 000
comptes utilisateurs de ChatGPT ont été compromis par des acteurs cybercriminels à l’aide
d’infostealers 16 comme Rhadamanthys puis revendus sur des forums [35]. Au delà des compro-
missions, des employés peuvent involontairement générer des fuites de données en fournissant
à l’IA des informations sensibles, voires confidentielles. En juin 2023, des salariés de SAMSUNG
ont ainsi divulgué des informations sensibles sur la technologie des semi-conducteurs en utili-
sant leur compte ChatGPT [36].

16. Code malveillant conçu pour collecter des informations sur le SI de la victime, notamment des identifiants et
mots de passe enregistrés par les navigateurs internet, les cookies de session etc.
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